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Scientific Objective 



 
 

     Design of functional cognitive networks based 

on ideas about human brain structures and 

winnerless competition networks  

 
 

 

 1. Hubs and activity centers 

  

 2. VLSI realizations of network design 

 

 3. Experiments to verify and validate network ideas 

 

 4. Determination of biophysical properties of functional networks of     

         neurons from experiment, validation of models in 1. via    
         experiments in 3. 



Technical Approach 
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 Hierarchy in the Mind:    Input->Attention->Action 

Architecture of the attention mode interaction in the case of three modality processing (Xi).  
 
Ri  represent attention resource modes corresponding to these modalities. 

Cognitive Stimuli/Inputs 

Action/Decision 

Hubs 

Winnerless Competition Networks 
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Sequential Working Memory 

Chain of metastable states representing cognitive informational items in the state space. The system 
travels along a potential minimum path. 

Attentional networks integrate many cortical and subcortical elements. They have to 
dynamically control mental processes to focus on specific events and make a decision. 
Although the resources of attentional processing are finite, it is necessary to 
simultaneously process several modalities 

saddle fixed point saddle limit cycle 

Phase space. excitatory 
input 



Sequence Learning and Sequence Recall 

The network starts in a statistically homogeneous state. During training, sequences of 
patterns are presented, and the network associates a small subset of the neurons to each 
pattern. 
 
Simultaneously, on a slower time scale, an asymmetric and bistable rule adjusts the 
weight of the inhibitory connections between the neurons to store the order of the 
patterns 
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Action/Decision Networks  : Sequence Learning,  Muscle Direction, Odor 
Response, Short Term Memory, … 
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Sequence Learning and Sequence Recall 

Inputs; network activity; individual membrane potentials synaptic states: 

  

 

(left) before learning, (center) during learning,(right) after learning 



VLSI Neuron Devices 
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Neuromorphic Systems Engineering 

Computational Systems Neuroscience 

Membrane 

Pre Post 
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VPost EReversal 

CMembrane 

G. Cauwenberghs, “Reverse 

Engineering the Cognitive Brain,” 
PNAS, 2013 

Multi-scale levels of 

investigation in analysis of 

the central nervous system 

and corresponding 

neuromorphic synthesis of 

highly efficient silicon 

cognitive devices.  



Large-Scale Reconfigurable Neuromorphic Computing 

J. Park et al, “A 65k-Neuron 73-Mevents/s 22-

pJ/event Asynchronous Micro-Pipelined 

Integrate-and-Fire Array Transceiver”, 
submitted, 2014. 

– Integrate-and-fire array 

transceiver (IFAT) as 

digitally programmable 

analog neural 

supercomputer 

– Record large size: 65k 

two-compartment 

neurons with 65M 

reconfigurable 

conductance-based 

synapses 

– Record low energy: 22 

pJ per synaptic event 

– Real-time at 73M spikes 

per second 
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Sequence Learning in Starlings 



Gentner, Fenn, Margoliash, Nusbaum (2006 ) Nature  

Example sequences of starling motifs 





Biophysical properties of functional networks of neurons from experiment 

 

Experiments on individual neurons from a central nucleus of 50,000 neurons 

in the avian song system---in vivo as well as in vitro 

 

Well designed stimulating currents injected into isolated neurons and small 

networks. States and parameters of detailed biophysical models estimated 

using a statistical physics approach, and models validated by prediction: 

Data:  Stimulus Current  Voltage Response                Estimated and Predicted Voltage  
         
    Response 



New Direction: 
 

 

 

 Combine: 

 

 Laboratory Data Acquisition (Gentner) with 

VLSI neurochips (Cauwenberghs) and structured 

physics based model verification algorithms 

(Abarbanel) to determine network model validity and 

establish functional structure of networks---online 

and in vivo 



Scientific challenges  and advances 

 
 

  Robust, reproducible operating functional circuits 

(“neural” circuits) for cognitive/attention modes 
 

  Winnerless Competition—role of noise 
 

  Accurate method for completing models from data and 

testing via prediction 
 

  Dynamical data assimilation  
 

  Develop reconfigurable VLSI implementations of models 

 

  4 “biophysical” neuron chip, 64,000 `neuron’ chip 

produced  and being tested. New biophysical chip being 

designed, fabricated, … 



Scientific challenges  and advances 

 
 

  Laboratory experiments on sequence learning in 

songbirds and humans 

 

  Data being collected, models developed  

 

  Online, real time data collection and analysis system for 

testing models of in vivo behavior in sequence learning 

and decision making 

 

  Algorithms completed, tested offline, VLSI interface to 

algorithms and online data in development 

 

 
 



Technical challenge 

 

 

 

 
 

  Cognitive “assistant”  
 



Importance of topic 

 
 

o Understanding of functional organization 

in decision making 

 

o Methodology for transferring information 

from observations to accurate models of 

behavior; critical for complex systems 

 

o Utilization to assist in rapid assessment, 

focused attention, and accurate 

determination of effective action 
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________________________________________________________________________________ 
 

This is the third annual Winter School sponsored by the U.S. Office of Naval Research as part of its 
UCSD/Chicago MURI program in Dynamics of Multifunction Brain Networks.  
 
This year’s School presents a series of pedagogical and research oriented talks on the use of birdsong as a 
model system where theory and experiment can meet productively. It includes a series of educational 
presentations and a poster session.  
 
The School is intended for all researchers, including advanced graduate students, interested in the general 
area of understanding functional nervous systems. Active participation during the School's lectures is strongly 
encouraged. All attendees are invited to submit abstracts for poster presentations. Selected contributed 
posters will be highlighted in an oral session.  
 
Registration is required for attendance, but there is no fee for attending. A limited number of travel awards are 
available for exceptionally qualified graduate students and postdocs, who should apply to and have their 
supervisor send a letter of reference to muri.winter.school@gmail.com. Please visit us online to register and for 
details regarding the schedule and poster abstract submission: 

http://biocircuits.ucsd.edu/special/winterschool2015/ 

 


